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What is Machine Learning ? 

Machine learning uses data and produces a program to perform a task



Machine Learning

ÅDifferent Types of Learning:



What is Deep Learning ? 

Deep learning performs end-end learning by learning features, 
representations and tasks directly from images, text and sound



Demo : Live Object Recognition with Webcam 



Convolutional Neural Networks



Convolution Layer

ÅCore building block of a CNN

ÅConvolve the filters sliding them across the input, computing the dot 
product
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ÅIntuition: learn filters that activate when they ñseeò some specific feature



Convolution Layer ïChoosing Hyperparameters

ÅNumber of filters, ὑ

ÅFilter size, Ὂ

ÅStride, Ὓ

ÅZero padding, ὖ
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Rectified Linear Unit (ReLU) Layer

ÅFrequently used in combination with Convolution layers

ÅDo not add complexity to the network

ÅMost popular choice: █● □╪●ȟ●, activation is thresholded at 0



Pooling Layer

ÅPerform a downsampling operation across the spatial dimensions

ÅGoal: progressively decrease the size of the layers

ÅMax pooling and average pooling methods

ÅPopular choice: Max pooling with 2x2 filters, Stride = 2
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Other Layers

ÅFully Connected

ïFull connections to all activation in previous layer, as in regular Neural Networks

ïEach entry is treated as a feature that the network has learned

ÅSoftmax

ïComputes the probability of a sample belonging to a specific class

ÅClassification

ïPerforms the classification (output layer)

ÅLocal Response Normalization, Dropout, etc.



Deep Learning is Ubiquitous

Computer Vision

ÅPedestrian and traffic sign detection

ÅLandmark identification 

ÅScene recognition

ÅMedical diagnosis and drug discovery

Text and Signal Processing

ÅSpeech Recognition

ÅSpeech & Text Translation

Robotics & Controls and many moreé



Why is Deep Learning so Popular ? 

ÅResults: Achieved substantially better 
results on ImageNet large scale 
recognition challenge

ï95% + accuracy on ImageNet 1000 class 
challenge 

ÅComputing Power: GPUôs and advances to 
processor technologies have enabled us 
to train networks on massive sets of data. 

ÅData: Availability of storage and access to 
large sets of labeled data 

ïE.g. ImageNet , PASCAL VoC , Kaggle

Year Error Rate 

Pre-2012 (traditional

computer vision and 

machine learning 

techniques) 

> 25% 

2012 (Deep Learning) ~ 15%

2015 (Deep Learning) <5 %



3 Approaches for Deep Learning 

ÅApproach 1: Train a Deep Neural Network from Scratch 



3 Approaches for Deep Learning 

ÅApproach 2: Fine-tune a pre-trained model (transfer learning)



3 Approaches for Deep Learning 

ÅApproach 3: Feature Extraction with traditional Machine Learning


